Three-dimensional analysis of heat transfer in a micro-heat sink with single phase flow
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Abstract

A detailed numerical simulation of forced convection heat transfer occurring in silicon-based microchannel heat sinks has been conducted using a simplified three-dimensional conjugate heat transfer model (2D fluid flow and 3D heat transfer). The micro-heat sink model consists of a 10 mm long silicon substrate, with rectangular microchannels, 57 μm wide and 180 μm deep, fabricated along the entire length. A finite difference numerical code with a Tri-Diagonal Matrix Algorithm (TDMA) was developed to solve the governing equations. The validated code provided detailed temperature and heat flux distributions in the microchannel heat sink. The influence of the geometric parameters of the channel and the thermophysical properties of the fluid on the flow and heat transfer, are investigated by evaluating thermophysical properties at a reference bulk temperature. The results indicate that thermophysical properties of the liquid can significantly influence both the flow and heat transfer in the microchannel heat sink. The bulk liquid temperature is shown to vary in a quasi-linear form along the flow direction for high fluid flow rates, but not for low flow rates. Comparison of the numerical results with other published numerical results and experimental data available in the literature for Reynolds numbers less than 200 based on a hydraulic diameter of \( D_h = 86 \mu m \) and \( D_h/L_x < 0.01 \), indicates that the assumption of hydrodynamic, fully developed laminar flow is valid. The thermal entrance length is also obtained from the detailed local heat transfer coefficient calculation and a correlation for the overall averaged Nusselt number is developed and discussed. Finally, a methodology is proposed whereby measured data can be evaluated and processed in order to provide a more complete understanding and better interpretation of these experimental data.

© 2004 Elsevier Ltd. All rights reserved.

Keywords: Microchannel; Numerical simulation; Heat transfer; Electronic cooling

1. Introduction

Recent advances in very large-scale integration (VLSI) technology and Micro-Electro Mechanical Systems (MEMS), have resulted in the ability to fabricate many heretofore unimaginable mechanical and/or electromechanical devices on a single silicon wafer. Because microchannels with noncircular cross-sections comprise an integral part of these silicon-based microsystems and may be heated asymmetrically, functional designs require that the fluid flow and heat transfer characteristics in these microchannels be known and understood. In addition, the microminiaturization of electronic devices and resulting increased packaging density and associated high heat fluxes [1], require novel cooling strategies that may involve the silicon-based microchannel heat sinks.

For more than a decade, investigations have been conducted to better understand the fluid flow and heat transfer characteristics in silicon-based microchannel
heat sinks designed for applications in electronic cooling. These noncircular channels and silicon based microchannel heat sinks combine the attributes of high material compatibility, high surface area per unit volume ratios, and large potential heat transfer performance, with highly sophisticated and economic fabrication processes. These advantages make these silicon based microchannel heat sinks extremely attractive for a wide variety of commercial applications. Comparison of the experimental results, however, indicates a number of disparities between the values predicted using classical macromodeling techniques and the experimental data available in the literature. In addition, there appears to be considerable variation in the experimental data obtained by various investigators [2,3].

It is well known that the cross-sectional shape of a channel can have significant influence on the fluid flow and heat transfer characteristics in noncircular microchannels. Peng and Peterson [4] performed experimental investigations of the pressure drop and convective heat transfer for water flowing in rectangular microchannels, and found that the cross-sectional aspect ratio had significant influence on the flow friction and convective heat transfer in both laminar and turbulent flows. Kawano et al. [5] provided experimental data on the friction and heat transfer in rectangular, silicon based microchannel heat sinks, and more recently Wu and Cheng [6,7] conducted a series of experiments to measure the friction factor and convective heat transfer in smooth silicon microchannels of trapezoidal cross-section. However, the experimental test articles [2–7] for the various experimental investigations vary greatly, making it very difficult to compare the experimental results or to draw any significant, experimentally substantiated conclusions. In addition, the derived empirical correlations may differ from each other, with each only applicable for the geometry of that particular heat sink and fabrication process. This is especially true when comparing results from single channels with that obtained in multichannel flow. For these reasons, it is necessary not only to conduct experimental investigations, but also to develop numerical models that are capable of providing insight to the fundamental physics that govern the fluid flow and heat transfer characteristics of these microchannel heat sinks.

It is important to note that in silicon-based MEMS technology, unlike larger-scale conventional heat exchangers, microchannels fabricated as an integral part of silicon wafers, often have noncircular cross-sections due to the fabrication processes used, i.e., trapezoidal, triangular or rectangular. In addition, the heat source is usually located on only one side of the channel, as opposed to the case where the perimeter of the channel is heated symmetrically. In the earliest analytical studies of
heat transfer in microchannel heat sinks, classical fin analysis methods were widely utilized and the results directly applied to model the heat transfer [8,9]. While this presents a reasonable first approximation, there exist a number of assumptions in this classical method, which when combined, significantly reduces the accuracy of the results as noted by Qu and Mudawar [10].

Wesberg et al. [11] solved a two-dimensional conjugate heat transfer problem for microchannel heat sinks to obtain detailed spatial distributions of the temperature of the heat sink cross-section along the length of the channels. Fedorov and Viskanta [12] developed a three-dimensional model to investigate the conjugate heat transfer in a microchannel heat sink with the same channel geometry used in the experimental work done by Kawano et al. [5]. This investigation indicated that the average channel wall temperature along the flow direction was nearly uniform except in the region close to the channel inlet, where very large temperature gradients were observed. Qu and Mudawar [10] conducted a three-dimensional fluid flow and heat transfer analysis for a rectangular microchannel heat sink with a geometry similar to that of Kawano et al. [5] using a numerical method similar to that proposed by both Kawano et al. [5] and Fedorov and Viskanta [12]. This model considered the hydrodynamic and thermal developing flow along the channel and found that the Reynolds number will influence the length of the developing flow region. It was also found that the highest temperature is typically encountered at the heated base surface of the heat sink immediately adjacent to the channel outlet, and that the temperature rise along the flow direction in the solid and fluid regions can both be approximated as linear.

While the general trends indicated above are similar, the numerical results achieved by Qu and Mudawar [10] and Fedorov and Viskanta [12] differ, and it is therefore necessary to clarify several important issues. The first of these is that while Qu and Mudawar [10] assumed constant fluid thermophysical properties, it is well known that the Reynolds number depends on the viscosity of the fluid, which changes significantly with the liquid bulk temperature. Fedorav and Viskanta [12] noted that the thermophysical properties are temperature dependent, but that modification of the thermophysical properties in the numerical calculation process were very difficult since the temperature and velocity of the liquid were coupled during the numerical calculation process. This coupling required that the thermal properties of the liquid, form one convergent solution with temperature at which time the velocity and temperature had to be recalculated. This process was then repeated until the final results had been achieved. In the method developed herein, the velocity field is first solved and then the mean velocity derived. The thermophysical properties are chosen at a reference temperature (an estimated averaged liquid bulk temperature) determined from the energy balance and then a new final velocity field and temperature distribution for the microchannel is defined.

The second issue of importance is that although the previous work provided some guidance and information about the behavior of the fluid flow field and heat transfer [10,12], some important absolute values were not presented, e.g., the total pressure drop along the flow direction and the velocity field. Finally, in order to accurately interpret the experimental data and to compare the measured data with the calculated results, it is necessary to properly define the overall Nusselt number at different Reynolds numbers.

In the current investigation, all three of these issues are addressed. A numerical model with fully developed flow is presented and used to analyze the heat transfer in a microchannel heat sink for low Re numbers (less than 150 on the basis of hydraulic diameter 86.58 μm). The numerical model is based upon a simplified three-dimensional conjugate heat transfer approach (2D fluid flow and 3D heat transfer). A series of calculations were carried out to analyze the transport process in a rectangular silicon-based microchannel heat sink with a geometry identical to that studied by Kawano et al. [5], Fedorov and Viskanta [12], and Qu and Mudawar [10]. Computations were performed for different total pressure drops in the channel to obtain the relation between the overall averaged Nu number and the Re number for this specific geometry of heat sinks.

2. Conjugate heat transfer in a micro-heat sink

The micro-heat sink modeled in this investigation consists of a 10 mm long silicon substrate with a silicon cover. The rectangular microchannels have a width of 57 μm and a depth of 180 μm. Using several different methods, the entrance length for the low Re number in the channel is identified. The averaged overall Nusselt number is carefully defined and after a series of calculations for different total pressure drops in the channel the relation between the overall Nusselt number and the Reynolds number is analyzed and discussed. These studies can help to clarify some of the variations in the previously published data and provide a fundamental insight into thermal and fluid transport process occurring in the microchannel heat sinks designed for electronic cooling and other applications.

Due to inconsistencies in the experimental results and an overall lack of understanding of the underlying nature of the phenomena, the classical Navier–Stokes and energy equations are used in the present study with no modifications made to account for the effects of surface characteristics on the fluid flow and heat transfer (such as roughness and hydrophilic properties or electric double layer).
A schematic of the rectangular microchannel heat sink is illustrated in Fig. 1 where a unit of cell consisting of one channel was selected because of the symmetry of the structure. The unit cell of the heat sink can be represented by an asymmetric rectangular channel with the cross-sectional dimensions as shown in Table 1. The channel geometry is identical to that employed in the experimental work of Kawano et al. [5] and in the numerical investigations of Qu and Mudawar [10] and Fedorov and Viskanta [12]. It is assumed that the power density input at the bottom of the heat sink is uniform.

The length required for the formation of a fully developed laminar profile in a microchannel can be estimated by the theoretical equation of Langhaar [13], developed for a round tube. Defining an entrance length, \( L_e \), as that distance required for the centerline velocity to reach 99% of the fully developed value. Langhaar’s equation is,

\[
\frac{L_e}{D_h} = 0.0575 \left( \frac{u_m D_h}{v} \right) = 0.0575 Re_D
\]

The above holds true for Reynolds numbers of approximately 2000 or smaller based on the channel diameter. For a hydraulic diameter of \( D_h = 86.58 \text{ \( \mu \)m}, \) this expression yields an entrance length of 634.3 \( \mu \)m for \( Re = 140 \). The pressure drop in the entrance region prior to the establishment of fully developed flow is much greater than for an equivalent length in the fully developed flow region, hence, the pressure drop calculated for fully developed flow will slightly underestimate the pressure drop in the actual situation. In Refs. [14–16], it is pointed out that the shape of the entrance is very important, with much shorter entrance lengths occurring for square-edged entrances than for rounded ones. Thus, because the flow entrance length may be less than 5% of the total length for a rectangular channel heat sink, the assumption of fully developed laminar flow over the entire length of the microchannel is acceptable for the heat transfer analysis, particularly in cases such as this where the Reynolds number is less than 150. This assumption is verified by the experimental results of Kawano et al. [5].

Consider a steady 3D flow in a silicon microchannel heat sink with heating from below and with adiabatic conditions at the other boundaries, as illustrated in Fig. 1, the symmetry of the heat sink yields a domain comprised of a unit cell with a single rectangular channel, shown schematically in Fig. 2. If the compressibility, the gravitational force and the dissipating heat caused by viscosity are neglected, the continuity, momentum and energy equations for a fully developed 3D flow heat transfer are,

\[
\nabla \cdot \mathbf{v} = 0
\]

\[
(\mathbf{v} \cdot \nabla)\mathbf{v} = -\frac{1}{\rho_l} \nabla P + \nu \nabla^2 \mathbf{v}
\]
\[ \mathbf{v} \cdot \nabla T_i = \frac{\lambda_i}{C_p \rho_i} \nabla^2 T_i \]  

(4)

respectively, and the hydrodynamic boundary conditions can be stated as:

\[ u = 0, \quad v = 0, \quad w = 0 \]

at the inner wall surface (no-slip)  

(5a)

\[ x = 0, \quad P_i = P_{in}, \quad v = 0, \quad w = 0 \]

at the inlet, and  

(5b)

\[ x = L_x, \quad P_i = P_{out} \text{ (here, 1 atm)}, \quad v = 0, \quad w = 0 \]

at the outlet  

(5c)

For a steady, fully developed laminar flow, we have \( \frac{\partial u}{\partial x} = 0 \) or \( u = u(y, z) \), and \( v = 0, w = 0 \). Therefore, Eq. (3) with the boundary conditions given by Eq. (5) can be simplified to,

\[ \frac{\partial^2 u}{\partial y^2} \frac{\partial^2 u}{\partial z^2} = -\frac{1}{\mu_t} \frac{dP}{dx} = \frac{1}{\mu_t} \frac{\Delta P}{L_x} \]  

(6)

The energy equation for the liquid, Eq. (4), becomes

\[ \frac{\partial T_i}{\partial x} = \frac{\lambda_i}{C_p \rho_i} \left( \frac{\partial^2 T_i}{\partial y^2} + \frac{\partial^2 T_i}{\partial z^2} \right) \]  

(7)

The heat conduction in the silicon wafers is,

\[ \frac{\partial}{\partial x} \left( \lambda_w \frac{\partial T_w}{\partial x} \right) + \frac{\partial}{\partial y} \left( \lambda_w \frac{\partial T_w}{\partial y} \right) + \frac{\partial}{\partial z} \left( \lambda_w \frac{\partial T_w}{\partial z} \right) = 0 \]  

(8)

which is subject to the following thermal boundary conditions

\[ y = 0, \quad -\lambda_w \frac{\partial T_w}{\partial y} = q_w \]  

(9a)

\[ y = L_y, \quad -\lambda_w \frac{\partial T_w}{\partial y} = 0 \]  

(9b)

\[ x = 0, \quad \text{if} \ (y, z) \in \text{channel} \quad T_i = T_{in}, \quad \text{else} \ -\lambda_w \frac{\partial T_i}{\partial x} = 0 \]  

(9c)

\[ x = L_x, \quad \text{if} \ (y, z) \in \text{channel} \quad -\lambda_w \frac{\partial T_i}{\partial x} = 0, \quad \text{else} \ -\lambda_w \frac{\partial T_w}{\partial x} = 0 \]  

(9d)

\[ z = 0, \quad -\lambda_w \frac{\partial T_w}{\partial z} = 0 \]  

(9e)

\[ z = L_z, \quad -\lambda_w \frac{\partial T_w}{\partial z} = 0 \]  

(9f)

\[ -\lambda_w \left( \frac{\partial T_r(x, y, z)}{\partial n} \right) = -\lambda_i \left( \frac{\partial T_i(x, y, z)}{\partial n} \right), \]

at the inner wall surface  

(9g)

where, Eq. (9a) gives the uniform heat flux density boundary condition at the bottom wall of the wafer subjected to heating; Eqs. (9b)–(9f) assumes no heat loss from the solid to the ambient at the boundary except at \( x = 0 \) for the liquid, where \( T_i = T_{in} \); Eq. (9d) assumes a thermally fully developed flow at the outlet of the microchannel. It should be noted that in reality, heat losses from the heat sink to the environment should be considered by conduction and convection at the inlet and outlet and at the top surface of the heat sink. Eq. (9g) gives a matching heat flux boundary condition on the channel interface. \( T \) denotes the perimeter of the inner wall of the channel.

Eqs. (6)–(8) with the boundary conditions given in Eqs. (5) and (9) can be solved numerically. Initially, for the given pressure drops, \( \Delta P \), the 2D velocity profiles can be obtained from Eqs. (5) and (6). Once this has been done, the energy equations given by Eqs. (7)–(9) can be solved. The governing partial differential equations with the boundary conditions are then discretized by means of the control volume method with grid points placed at the center of each. The upwind scheme is used for the convection term in Eq. (7).

In this paper, a five-point difference scheme is used for Eq. (6) and a seven-point difference scheme is used for Eqs. (7) and (8). In order to expedite the convergence of the calculations, a line-by-line iteration and a Tri-Diagonal Matrix Algorithm (TDMA) method with a Thomas algorithm and successive under-relaxation iterative methods were used to obtain the 3D temperature distribution, \( T(x, y, z) \). A more detailed explanation of the numerical solution can be found in Ref. [17].

The convergence criteria were established as

\[ \sum \sum |u(j, k) - u_0(j, k)| \leq 10^{-3} \quad \text{for velocity, and} \]

(10)

\[ \sum \sum |T(i, j, k) - T_0(i, j, k)| \leq 10^{-2} \quad \text{for temperature} \]

(11)

The total grid number is 180,000 \((i \times j \times k) = 20 \times 90 \times 99\) for the domain. Eq. (11) yields an approximate criterion for the mean square root error (MSRE) of

\[ |T(i, j, k) - T_0(i, j, k)| \approx \frac{\sum \sum \sqrt{(T(i, j, k) - T_0(i, j, k))^2}}{N} \leq 5 \times 10^{-8}. \]

This type of a fine grid mesh for the \( y \) and \( z \) directions was chosen in order to properly resolve the velocity and viscous shear layers, and to more accurately define the conjugate heat transfer at the surface of the channel, thereby improving the temperature resolution. Furthermore, comparison with standard theoretical or numerical results, indicates that the finer the mesh size, the
higher the numerical accuracy. Detailed information about the validation of the numerical code and the systematic errors induced are presented in the next section. The reasons for the comparative coarse discretization for the \( x \)-direction are: (i) with the exception of the inlet region, the temperature gradients are small compared to the gradients occurring in other directions; and (ii) The CPU time as well as the memory storage required increases dramatically as the number of grid nodes is increased.

3. Validation of the code

**Velocity field:** The velocity field can be determined analytically using a more direct, although somewhat less accurate approach than the Fourier series approach for Eq. (6). As indicated by Bejan [14], the following approximation yields reasonably approximate results for this type of problem,

\[
u(y, z) = \frac{9}{4} u_m \left[ 1 - \left( \frac{y}{H/2} \right)^2 \right] \left[ 1 - \left( \frac{z}{W/2} \right)^2 \right]
\]  

(12)

and

\[
\Delta P = f \frac{4L_x}{D_h} \left( \frac{1}{2} \rho u_m^2 \right)
\]

(13)

\[
f = \frac{H^2 + W^2}{(H + W)^2} \frac{24}{Re D_h}
\]

(14)

\[
Re_{D_h} = \frac{u_m D_h}{v}
\]

(15)

\[
D_h = \frac{4A}{T} = \frac{4HW}{2(H + W)}
\]

(16)

Substituting Eqs. (14)—(16) into Eq. (13), the mean velocity for a given pressure drop, \( u_m \), can be obtained. Then, using the resulting value for \( u_m \) and Eq. (12), the approximate theoretical velocity distribution in the microchannel as shown in Fig. 3(a) can be obtained. Although a more accurate analytical solution was obtained by Shah and London [18], the method described above was chosen so that the numerical results can be evaluated and the various nondimensional parameters could be identified and used in the analysis and discussion of the results.

The numerically determined velocity field developed here is shown in Fig. 3(b). Comparison of the theoretical and numerical results indicates that while the numerical code accurately represents the general trend of the results, there is some disparity between the theoretical and numerical results, especially in the maximum value and the overall distribution around this maximum value. The small difference of the velocity profile between Fig. 3(a) and (b) is due to the approximations in the theoretical solution described in Eq. (12). But clearly, as evidenced by the magnitude of the mean velocities and the Reynolds numbers obtained from the different methods, the agreement between the two methods is quite good and provides sufficient evidence for validation of the method proposed here. In this comparison, the thermal properties of water were chosen at a temperature of 293 K (20°C). Because the thermophysical properties are temperature dependent, particularly the liquid viscosity, the velocity and consequently the Reynolds numbers are different under the same pressure drop conditions. This issue will be discussed in more detail later. Fig. 4 compares the theoretical friction coefficient as determined from Eq. (14) with the numerical results obtained using the following procedure. The mass flow rate is calculated from the velocity as,

\[
\dot{m} = \sum \sum \rho_i \cdot u(j, k) \Delta y \Delta z
\]

(17)

and then, the mean velocity is obtained as

\[
u_m = \frac{\dot{m}}{\rho A}
\]

(18)
then using Eq. (13), the friction factor can be determined. In Refs. [14,16], the friction coefficient, \( f_{Re} \), is determined numerically for different duct cross-sections. For the rectangular channel with an aspect ratio (height to width) of 3–1 (\( H : W \)), which approximates the geometry used here, 180 \( \mu m \times 57 \mu m \), the Darcy friction factor–Reynolds number product, \( f_{Darcy} Re_{D} \), is 69. The agreement between the numerical calculations here and the calculations obtained by others [14,16] indicates that the numerical code developed here is quite accurate for the fully developed laminar flow. Eq. (14) underestimates the friction factor since Eq. (14) was derived from an expected approximate velocity field Eq. (12).

In order to validate the assumption of fully developed flow in the microchannel, a 3D numerical simulation was performed using a commercial software package [FLUENT] to solve Eqs. (2), (3) and (5). The results are shown in Fig. 5, where the shadowed area represents the entrance region. The function of this 3D simulation for the fluid flow in microchannels is to:

(i) Identify the entrance length—the 3D simulation of fluid flow in the microchannel indicates that the length of the entrance region is in a range predicted by Eq. (1).

(ii) Validate the code developed here with one that is commercially available—the commercial code results and the results from the code developed in this work are in good agreement and as shown in Fig. 5, the 3D simulation of the velocity profile closely approximates the results shown in Fig. 3b.

(iii) Determine if for low mass flow rates (or low Reynolds numbers), the fully developed laminar flow assumption is correct—the experimental results of Kawano et al. [3] shown in Fig. 4, for a microchannel heat sink with the same channel geometry investigated here, indicate that if the Reynolds number is less than 200, the friction coefficient \( C \) is approximately 68 and constant. However, if the Reynolds number increases to a value above 200, the friction coefficient \( C \) increases with increases in the Reynolds number.

Fig. 4. Comparison among the numerical calculations, the theoretical predictions and the experimental data for the friction coefficient.

Fig. 5. 3D velocity field in the cross-section \( z = L_z / 2 \) (refer to Fig. 2) of the channel from commercial code (\( \Delta P = 50 \) kPa, \( T_{\text{reference}} = 20 \) °C).
Heat transfer: The code was first validated for one-dimensional heat conduction by comparing the results with a 1D analytical solution of heat conduction with a specified boundary condition \cite{14}. The agreement was quite good and indicated very good correlation between the numerical results and the 1D analytical solution. Secondly, using conservation of energy, it can be shown that the maximum possible temperature rise between the fluid inlet and outlet i.e., no heat loss to the environment, can be expressed as:

\[ \Delta T_{\text{con}} = \frac{q_w \cdot A_w}{m_{\text{num}} \cdot C_P} \]  

(19)

In addition, the average temperature rise between the inlet and outlet of the channel can be determined from the enthalpy increase as determined from the energy balance and can be expressed as:

\[ \Delta T_{\text{ave}} = T_1(x = L_x) - T_1(x = 0) = \left\{ \sum \sum \rho_l \cdot u(j,k) \cdot C_P \cdot T(i = 20, j,k) \Delta y \Delta z - \sum \sum \rho_l \cdot u(j,k) \cdot C_P \cdot T(i = 1, j,k) \Delta y \Delta z \right\} \]

\[ \frac{m_{\text{num}} \cdot C_P}{(20)} \]

In the current investigation, three different cases ($q_w = 90$ W/cm$^2$, $\Delta P = 50, 15$, and 6 kPa) were explored.

Comparison of the results, indicates that the difference between $\Delta T_{\text{ave}}$ ($\approx$11.5, 36.7, 85.2 °C as determined by Eq. (20) for $q_w = 90$ W/cm$^2$, $Re = 144, 77, 42$, respectively,) and $\Delta T_{\text{con}}$ ($\approx$14.3, 38.9, 86.5 °C as determined by Eq. (19), respectively, for the same conditions) is small. Differences of this magnitude can be attributed to (i) Eq. (19)—the maximum possible temperature rise in the bulk liquid from the energy balance; (ii) the mesh size is not as fine as required (infinitesimal), hence the accuracy of the statistical result from Eq. (20) is limited; or (iii) as mentioned above, the mesh size in the $x$-direction is comparatively coarse. A grid sensitivity analysis indicated that the accuracy of the velocity and temperature fields were heavily dependent on the grid size within the numerical domain. This is a truncation error involved in the numerical method. From the above comparison and discussion, the model developed here is consistent with the energy conservation law.

Further validation of the numerical results can be performed by comparison with the results provided in Refs. \cite{10,12}. While some of these results are in good agreement, from a detailed analysis it is apparent that several new observations can be made which further clarify the results previously published in Refs. \cite{10,12}.

4. Results and discussion

A series of numerical calculations have been conducted and the results are presented in order to show the effects of heat flux and mass flow rate on the temperature distribution in the microchannel heat sinks. The following three subsections are devoted to the local temperature distribution in micro-heat sinks, the average bulk characteristics of heat transfer, and further general discussion. Furthermore, in order to better compare the computational results obtained here with the experimental data available in the literature, the average overall Nusselt number is defined and analyzed with respect to the variations in the Reynolds number.

4.1. Local temperature distributions

Fig. 6 shows a velocity field in a microchannel (with the vertical scale different from the horizontal scale) at $\Delta P = 50$ kPa. As discussed previously, the thermophysical properties of the liquid are based upon the estimated liquid bulk temperature. As can be seen by comparison with the results shown in Fig. 3, for the same pressure drop along the channel, the thermal properties, velocity profile, mean velocity and Reynolds number are all significantly different. This difference demonstrates how significant the variation of the thermophysical properties of the liquid with respect to temperature can be. As shown, a variation in the reference temperature $T_{\text{reference}}$ from 20 to 32 °C, changes the mean velocity from 1.11 to 1.31 m/s, and results in a corresponding change in the Reynolds number from 96 to 144.

The numerical results for the temperature distribution in the heat sinks are shown in Figs. 7 and 8 for different locations along the channel. Fig. 7a–c show the local cross-sectional temperature distribution in the $y$–$z$ plane at $x = 0, x = L_x/2$ and $x = L_x$, respectively. As shown in Fig. 7a, the temperature of the liquid at the inlet is initially uniform (at 20 °C). The temperature profiles shown in Fig. 7b and c are similar in shape due to the assumption of hydrodynamic fully developed flow, but the magnitudes of the temperature are different. Fig. 8a illustrates the temperature contours in the heat sink at the outlet of the channel and Fig. 8b shows the local temperatures inside the channel. It is interesting to note in Fig. 8b that the temperature is highest at the channel corner. This is due to the low velocity of the flow and the resulting high concentration of heat flux, causing bubble nucleation in the channel corner \cite{19}. In a majority of the published literature, it is assumed that the measured substrate wall temperature is the boiling incipience point for the liquid. From these calculations it
is apparent that there is a 2–3 °C temperature difference between the bottom wall of the substrate and the bottom surface of the channel.

The temperature distribution can be illustrated more clearly in Fig. 9a–c, which represent the local temperature distribution in the x-y plane at z = Lz/2 for the three cases with qw = 90 W/cm², at ΔP = 50, 15 and 6 kPa, respectively. The temperature variations in the bulk liquid and the substrate are represented by variations in the color, with the temperature scale located at the side of each figure. The liquid flow is clearly apparent in this figure, which when combined with Figs. 7 and 9 yield detailed information about the temperature distribution in the micro-heat sink.

### 4.2. Average and bulk heat transfer characteristics

As discussed previously, Fedorov and Viskanta [12] presented a detailed distribution of the local heat flux at the inner wall of the channel where the solid and the fluid are in direct contact. Similarly, Qu and Mudawar [10] also analyzed the local heat flux and the local Nusselt number distribution at the inner channel wall. Both of those analyses depended on the different definitions of the local heat flux and the local Nusselt number.

In order to evaluate the local averaged heat transfer characteristics along the flow direction, the convective heat transfer coefficient and Nusselt number, must be defined. For purposes of the current investigation, the longitudinal convective heat transfer coefficient is defined as

\[
\bar{h}_l = \frac{\dot{q}_{l,r}(x)}{\Delta T_l(x)}
\]

and the averaged longitudinal Nusselt number as

\[
\bar{N}_{lu} = \frac{\bar{h}_l \cdot D_l}{\lambda_l}
\]

The averaged longitudinal local heat flux along the perimeter of the inner wall of the channel in Eq. (21) is defined and calculated as

\[
\bar{q}_{l,r}(x) = -\lambda_w \left( \frac{\partial T_w(x, y, z)}{\partial n} \right)_r
\]

and the longitudinal mean temperature difference in Eq. (21) is defined as,

\[
\Delta T_l(x) = T_{w,r}(x) - T_l(x)
\]

here,

\[
T_{w,r}(x) = \frac{\sum_i T_{w,r}(i, j, k)}{N_f},
\]

\[
T_l(x) = \frac{\sum \sum \rho_l \cdot u(j, k) \cdot C_P \cdot T_l(i, j, k) \Delta y \Delta z}{n_{num} \cdot C_p},
\]

where \(N_f\) is the total number of nodes along the perimeter of the inner wall (here \(N_f = 2 \times 18 + 2 \times 57\)). The averaged longitudinal inner wall temperature \(T_{w,r}(x)\) and the averaged local heat flux \(\bar{q}_{l,r}(x)\) are mathematically averaged along the perimeter of the
inner wall, and the longitudinal bulk liquid temperature \( T_l(x) \) is averaged according to energy conservation.

With Eqs. (22)–(24), the longitudinal heat transfer coefficient variation and the longitudinal Nusselt number variation for these three cases can be determined and are shown in Figs. 10 and 11, respectively. The thermal entrance lengths for these three cases are 4, 2, and 1 mm, respectively. From these two figures it can be concluded that the variations of the heat transfer coefficient and the Nusselt number along the flow direction is quite small for this type of microchannel heat sink after the thermal entrance lengths (the simplest type). It should be noted that since the grid size in the flow direction is relatively coarse, the local heat transfer is not as accurate or detailed as is the case for the \( y \)- and \( z \)-direction. However, the resolution is sufficient to aid in the design of micro-heat sinks for industrial applications and also to provide information and insight into the fluid flow characteristics in the flow direction.

4.3. Further discussion

The principal issues in heat sink design are the overall heat transfer performance (for electronic cooling) and the local temperature gradient (for determining the thermal stress). While a number of investigations are currently underway to actually measure the temperature and pressure gradients in these microchannels, no experimental data are currently available.

In order to aid in the prediction of the thermal and fluid flow characteristics, a correlation is developed here based upon the numerical results shown in Fig. 11. Using the proportionally averaged equivalent value \( \overline{\text{Nu}_{eq}} \) of the local \( \text{Nu} \) number in the longitudinal direction as shown in Fig. 11, the conventional form of the correlation for the Nusselt number as given in [16] and fitting the data obtained, the following correlation can be developed for the overall equivalent Nusselt number (the data of \( \overline{\text{Nu}_{eq}} \) are shown in Table 2 (the sixth column). Another three more cases are calculated to ensure the correctness of the correlation developed in this article (the results are also shown in Table 2).

\[
\overline{\text{Nu}_{eq}} = 4.1 + \frac{0.14 \cdot (D_h/L) \cdot Re_D \cdot Pr}{1 + 0.05[(D_h/L) \cdot Re_D \cdot Pr]^{2/3}} 
\]

(25)

Here, the reference temperature for the thermophysical properties of water was chosen as \( T_{\text{reference}} = (T_{\text{in}} + T_{\text{out}})/2 \). The corresponding thermal and hydrodynamic parameters are given in Table 2. For the cases investigated here, the Prandtl number, \( Pr \), is not an independent parameter, since \( Pr \) is chosen based upon the reference temperature \( T_{\text{reference}} \) and this value, \( T_{\text{reference}} \), is calculated from the energy balance for each pressure drop (or \( Re \) number) using Eq. (19). It is apparent here that the asymptote, \( \overline{\text{Nu}} = 4.1 \), lies between the values for a constant axial wall heat flux, 4.8, and a constant axial wall temperature, 4.0, for fully developed laminar flow in ducts, of rectangular cross-section with \( (W:H = 1:3) \). It should be noted here that Eq. (25) is specifically for the water/silicon system and for the specific geometry of the heat sink used in this work. Comparisons between the predicted results given by Eq. (25) and the numerical results are plotted in Figs. 12 and 13. If the error is estimated to be 5% or less, it is apparent that Eq. (25) can be used to accurately predict the Nusselt number. It should also be noted that based
upon Fig. 11 the asymptote for the average longitudinal Nusselt number, $\overline{Nu_x}$, should be approximately 4.0. Because of the limitations in the grid size used in the numerical simulation developed here and with the obtained equivalent $Nu_{eq}$ as shown in Table 2, a value of 4.1 is proposed for the thermal fully developed flow under such conditions.

In many previous investigations, the average heat transfer coefficient is simply defined as $h = \frac{q_w}{\Delta T_{ave}}$ which is determined based upon the heat flux density applied to the bottom of the substrate and the temperature difference between the average substrate wall temperature and the bulk liquid temperature ($\Delta T_{ave} = T_w(x) - T_l(x)$). However, this definition does not consider the true convective heat transfer surface, which is the total surface area of the inner wall of the channel instead of the bottom surface of the substrate. Thus, the expression $h = \frac{q_w}{\Delta T_{ave}}$ significantly overestimates the heat transfer coefficient by a factor equal to the relative area ratio between the total inner wall surface area and the surface area of the bottom of the substrate. From an energy balance, a more accurate estimation of the convective heat transfer coefficient can be expressed as,

$$q_w \cdot A_w = h_x \cdot S \cdot (T_w(x) - T_l(x))$$

where, $A_w = L_x \cdot L_z$, $S = L_z \cdot (2W + 2H)$, and $T_w(x) = \sum_{k=1}^{99} T_{w(i,j,k)}$, the local Nusselt number is

$$\overline{Nu_x} = \frac{h_x \cdot D_h}{\lambda_i}$$

Fig. 8. Contour of temperature in the heat sink at the cross-section of the outlet of the channel ($\Delta P = 50$ kPa, $Re \approx 144$, $T_{reference} = 32 ^\circ C$, the mean velocity is 1.312 m/s). (a) Temperature in the heat sink, (b) local temperature inside the channel.
the three cases evaluated here. As shown, the bulk temperature variation in the liquid along the flow direction assumes a quasi-linear form for high mass flow rates or large Reynolds numbers.

The results of the local Nusselt number $N_{x,\text{rough}}$ calculated from Eqs. (26) and (27) are plotted in Fig. 15. If the data, shown in Fig. 15 are compared with the detailed results shown in Fig. 11, it is apparent that if the definitions for the heat transfer coefficient and Nusselt number, Eqs. (26) and (27), respectively, are used, the heat transfer will be underestimated at the entrance portion of the channel (especially close to the inlet) and overestimated towards the end of the channel. Eqs. (26) and (27) do not consider either the heat conduction in the substrate and the conjugate heat transfer influence on the local heat flux variation along the longitudinal direction, or the flow direction. From the temperature distribution in the heat sink shown in Fig. 9a–c, the temperature gradient in the substrate and liquid are calculated for the different cases and are shown in Fig. 16a–c, respectively. If the heat flux distribution is evaluated from the temperature gradient with $\overline{q} = -k\nabla T$, it is apparent that the heat in the substrate will be conducted into the front part of the heat sink due to the temperature gradient, especially for low liquid flow rates. From Fig. 16a, it is apparent that only a small portion of the heat is conducted into the front part of the heat sink due to the high liquid velocity. From Fig.
16c a large portion of heat is conducted into the front part of the heat sink due to the low liquid velocity. This is the reason why the temperature variations in Fig. 14 have different gradients, especially at the front part of Fig. 11. Longitudinal Nusselt number variation for the three cases ($\Delta P = 50, 15$ and $6$ kPa).

![Fig. 11. Longitudinal Nusselt number variation for the three cases ($\Delta P = 50, 15$ and $6$ kPa).](image)

Table 2
Thermal and hydrodynamic parameters and overall $Nu$ number from calculations$^a$

<table>
<thead>
<tr>
<th>Cases</th>
<th>$\Delta P$ (kPa)</th>
<th>$T_{\text{reference}}$ ($^\circ$C)</th>
<th>$Re$</th>
<th>$Pr$</th>
<th>$Nu_{\text{eq}}$</th>
<th>$Nu_{\text{rough}}$</th>
<th>$Nu_{\text{definition}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>32</td>
<td>144</td>
<td>5.25</td>
<td>4.97</td>
<td>4.08</td>
<td>4.23</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>47</td>
<td>77</td>
<td>3.8</td>
<td>4.67</td>
<td>3.45</td>
<td>3.57</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>57</td>
<td>42</td>
<td>3.2</td>
<td>4.38</td>
<td>3.69</td>
<td>3.16</td>
</tr>
<tr>
<td>4</td>
<td>65</td>
<td>27</td>
<td>152</td>
<td>5.9</td>
<td>4.99</td>
<td>4.26</td>
<td>4.34</td>
</tr>
<tr>
<td>5</td>
<td>35</td>
<td>37</td>
<td>118</td>
<td>4.6</td>
<td>4.83</td>
<td>3.65</td>
<td>3.91</td>
</tr>
<tr>
<td>$6^b$</td>
<td>3</td>
<td>57</td>
<td>20</td>
<td>3.2</td>
<td>4.21</td>
<td>5.61</td>
<td>2.28</td>
</tr>
</tbody>
</table>

$^a$The thermal properties of water are adopted from Ref. [16].

$^b$The heat flux is 40 W/cm$^2$.

Fig. 12. The predicted values from the correlation Eq. (25) developed in this work and the numerical results for overall equivalent $Nu$ number.

![Fig. 12. The predicted values from the correlation Eq. (25) developed in this work and the numerical results for overall equivalent $Nu$ number.](image)

Fig. 13. Comparison between the predicted values from Eq. (25) and the numerical results for overall equivalent $Nu$ number.

![Fig. 13. Comparison between the predicted values from Eq. (25) and the numerical results for overall equivalent $Nu$ number.](image)
the curves. For these reasons, the Nusselt number can be approximated from Eqs. (26) and (27) and is shown as \( \bar{N}_u_{\text{rough}} \). An enlarged view of temperature gradient in the substrate and at the inside wall close to the entrance is shown in Fig. 17. Here the thermal entrance is clearly apparent, e.g., as shown in Fig. 17(a) after 2.5 mm the heat flux at the inside wall of channel still varies for \( Re = 144 \), but as shown in Fig. 17(b) after 1 mm the heat flux does not change at the inside wall of channel for \( Re = 42 \), which agrees with the results as shown in Fig. 11.

The roughly averaged overall Nusselt number from \( \bar{N}_u_{\text{rough}} \), can be obtained for the different cases, which is proportionally mathematically averaged on the basis of \( \bar{N}_u_{\text{rough}} \) shown in Fig. 15. The results are shown in Table 2 (the seventh column), which indicates that even though the magnitude of the average Nusselt number \( \bar{N}_u_{\text{rough}} \) obtained from Eq. (27), i.e., using an energy balance, agrees reasonably well with the average Nusselt number \( \bar{N}_u_{\text{eq}} \) from the detailed and more accurate analysis given in Eq. (21)–(24), the trend of the \( \bar{N}_u_{\text{rough}} \) with respect to the variation of the Reynolds number is incorrect for the reasons outlined above. This raises another issue and that is how to interpret the experimental results for these types of investigations. The following considerations must be taken into account in the evaluation of any experimental results:

1. Because to date all of the experimental data utilizes the temperature at the substrate wall and at the inlet and outlet of the channel, simply using the data reduction described in Eqs. (26) and (27) may lead to an incorrect conclusion as may have been the case in [20]. A general review of this topic can be found in Ref. [21].
2. Since it is difficult to measure the local heat flux at the inner wall of the channel, the definition of the heat transfer coefficient is very important and will strongly influence the results and how the heat transfer varies in micro-heat sinks.

In order to determine an optimal definition for the heat transfer coefficient and Nusselt number for use in evaluating experimental results, a comparison of the different definitions was conducted to evaluate the merits of the various definitions that either might or have been used previously. If the following definition is utilized, the results approach the numerically predicted values and also represent the correct variation of the Nusselt number with respect to the Reynolds number,

\[
\Delta T(x) = \frac{(\Delta T(x) - \Delta T_{\text{ave}})}{\ln(\Delta T(x)/\Delta T_{\text{ave}})}
\]  

(28)

where \( \Delta T(x) = T_w(x) - T_l(x) \), \( \Delta T_{\text{ave}} = T_{w,\text{ave}} - T_{l,\text{ave}} \) and \( T_{w,\text{ave}}, T_{l,\text{ave}} \) are mathematically averaged values from \( T_w(x), T_l(x) \), respectively. For experimental data processing, \( T_{w,\text{ave}}, T_{l,\text{ave}} \) are the averaged values from the measured temperature of the liquid and substrate wall respectively along the flow direction. From a heat transfer perspective, a log-mean temperature difference (LMTD) has been used to describe the temperature variation in the longitudinal direction. This parameter allows the overall averaged temperature difference, \( \Delta T_{\text{ave}} \), to be used as a comparative value to compensate for the different heat flux densities in the longitudinal direction. If the definition of \( \Delta T(x) \) of Eq. (28) is substituted into Eq. (26) replacing \( \Delta T_{\text{ave}} \), an overall, but more reasonable average Nusselt number \( \bar{N}_u_{\text{definition}} \) is obtained, based on the numerical results as shown in Fig. 11. The resulting parameter \( \bar{N}_u_{\text{definition}} \) is shown in...
the last column of Table 2. As shown, the difference in the Nusselt number between the accurate analysis of the local heat transfer $Nu_{eq}$ and the result from the definition Eq. (28) $Nu_{definition}$ is approximately 1. The principal reason for this difference is that the local heat flux density at the inner wall of the channel is typically not measured and can only be estimated from the substrate wall temperature and the liquid bulk temperature.

Based upon the analysis performed here, it is clear that the definition given in Eq. (28), can be used with Eqs. (26) and (27) to correctly interpret the limited data (the substrate wall temperature and the inlet and outlet liquid bulk temperature) obtained experimentally.

Another important issue related to the experiment is the heat loss associated with the longitudinal heat conduction from the substrate to the ambient. From Fig. 16a–c it is apparent that the longitudinal heat conduction along the silicon wafer at different Reynolds numbers is different. The components of the heat flux vectors can be evaluated from the calculated temperature gradient as shown in Fig. 16a–c. As shown, for $Re = 140$, approximately 10% of the heat is conducted into the front part of the heat sink near the edge and approximately 20% of the heat is conducted into the front part of the heat sink in the middle region of the heat sink. However, for $Re = 40$, these values are approximately 40% and 60%, respectively. In reality, because it is difficult to achieve an adiabatic boundary at the inlet and outlet of the heat sink as assumed in the numerical model, a significant portion of the heat loss is transferred to the ambient environment, especially for low fluid flow conditions. Thus, when evaluating the heat loss...
transfer in micro-heat sinks with low fluid flow rates, particular attention should be paid to the effects of this heat loss.

5. Conclusions

A detailed numerical simulation of the heat transfer occurring in silicon-based microchannel heat sinks has been conducted using a simplified three-dimensional conjugate heat transfer model (2D fluid flow and 3D heat transfer). The micro-heat sink modeled consists of a 10 mm long silicon substrate, with rectangular micro-channels, 57 \textmu m wide and 180 \textmu m deep, fabricated along the entire length. A finite difference numerical code was developed using a Tri-Diagonal Matrix Algorithm (TDMA) to solve the governing equations. The validated code provided detailed temperature and heat flux distributions in the microchannel heat sink. The influence of the geometric parameters of the channel and the thermophysical properties of the fluid on the flow and the heat transfer, are investigated using a temperature-dependent thermophysical property method. The results indicate that the thermophysical properties of the liquid can significantly influence both the flow and heat transfer in the microchannel heat sink. The bulk liquid temperature is shown to vary in a quasi-linear form along the flow direction for high fluid flow rates, but not for low flow rates. Comparison of the numerical results with other published numerical results and experimental data available in the literature for Reynolds numbers less than 200 based on a hydraulic diameter of \(D_h = 86 \mu m\) and \(D_h/L_c < 0.01\), indicates that the assumption of hydrodynamic, fully developed laminar flow is valid. The thermal entrance length is also obtained from the detailed local heat transfer coefficient calculation and a correlation for the overall averaged Nusselt number with the Reynolds number is developed and discussed. The results indicate that variations in the way the Nusselt number is defined may result in different conclusions even using the same experimental data. For proper analysis of the experimental results, a methodology is proposed whereby measured data can be evaluated and processed in order to provide consistent interpretation, a more complete understanding and better interpretation of these experimental data.
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